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Abstract—In our research paper, we introduce a distinctive
Bengali OCR system that boasts impressive capabilities. This
system excels in reconstructing document layouts while main-
taining the integrity of structure, alignment, and even images.
It integrates advanced image and signature detection for precise
extraction. Specifically, tailored models for word segmentation
accommodate various document types, such as computer-
compose, letterpress, typewritten, and handwritten documents.
Notably, the system handles static and dynamic handwrit-
ten inputs, recognizing diverse writing styles. Additionally,
it achieves remarkable recognition of compound characters
in the Bengali language. The comprehensive data collection
contributes to a diverse corpus, and sophisticated technical
components enhance character and word recognition. Other
notable features include image, logo, signature recognition,
table recognition, perspective correction, layout reconstruction,
and a queuing module for efficient and scalable processing.
The system showcases exceptional performance in the efficient
and accurate extraction and analysis of text.

1. Introduction

The advancement of Optical Character Recognition
(OCR) systems has revolutionized the digitization and anal-
ysis of textual content. This paper presents a Bengali OCR
system, which exhibits exceptional capabilities and stands
out among existing solutions. Our system is designed to
accurately reconstruct document layouts while preserving
the original structure and alignment of paragraphs, tables,
and numbered lists. Additionally, it goes beyond layout
reconstruction by restoring embedded images, ensuring
a faithful representation of the original content. Another
remarkable feature is the incorporation of advanced image
and signature detection, enabling accurate identification and
extraction of these elements from diverse document types.

In our research paper, we introduce an all-encompassing
Bengali Optical Character Recognition (OCR) system de-
signed to tackle the complexities associated with diverse
document processing. Our system integrates dedicated mod-
els for word segmentation, tailoring its capabilities to distinct
document types such as computer-composed, letterpress,
typewritten, and handwritten documents. Demonstrating
adaptability, it adeptly processes dynamic handwritten inputs

and showcases proficiency in recognizing compound charac-
ters inherent to the Bengali language, ensuring precise and
accurate character recognition.

The technical elements of our OCR system are designed
to optimize both accuracy and efficiency. Utilizing sophis-
ticated methods like automatic perspective correction and
character segmentation significantly enhances recognition
performance. Our Neural Network architecture, based on a
self-attentional VGG model with multiple heads, leverages
self-attention mechanisms to capture intricate dependencies
within characters. Intelligent post-processing techniques are
applied to seamlessly merge recognized characters into words,
optimizing the formation of words and thereby improving
overall text readability.

To enhance word recognition, we generated a synthetic
dataset featuring diverse font sizes, families, and backgrounds.
Real-world fine-tuning and model quantization techniques
were implemented to improve performance and optimize
resource utilization. Our rule-based OCR layout module
successfully reconstructs document layouts with precision, ef-
fectively distinguishing between paragraph and table regions.
It accurately replicates numbered list items, restores images,
and excels in reconstructing tables, preserving alignment and
structure.

Providing a holistic approach to text extraction and
analysis, our Bengali OCR system stands out as a comprehen-
sive solution. Through rigorous data collection, specialized
models, advanced techniques, and streamlined processing, our
system attains notable levels of accuracy and efficiency. The
utilization of optimized technical components and methodolo-
gies ensures resource efficiency, compatibility across multiple
platforms, and improved scalability. These advancements
collectively establish our Bengali OCR system as a robust and
innovative solution for diverse text extraction and analysis
tasks.

The main contributions of this paper are as follows:

• Presented a novel Bengali OCR system that is ca-
pable of accurately recognizing text from a wide
range of documents, including computer-composed,
letterpress, typewriter, and handwritten documents.

• Developed specialized word and character segmenta-
tion models tailored to different document types.

• Proposed a novel layout reconstruction module that



is capable of accurately reconstructing the original
structure and layout of documents.

• Implemented a queuing module that facilitates an
asynchronous pipeline, improving the efficiency and
scalability of the system.

2. Literature Review

Recent years have witnessed significant progress in
Optical Character Recognition (OCR) technology, driven by
advancements in deep learning, neural network algorithms,
sophisticated data preprocessing techniques, improved layout
analysis approaches, and extended multi-language support.
These strides have resulted in the widespread adoption of
OCR for tasks such as document analysis, data digitization,
and information extraction. Tesseract by Smith [1] and
OCRopus by Breuel [2] are notable OCR engines widely
utilized for English OCR tasks. However, the development of
state-of-the-art OCR technology for low-resource languages
remains an ongoing effort, with examples such as OCR for
Chinese by Li et al. [3] and OCR for Arabic by Cheung et
al. [4].

Noteworthy efforts in the realm of Bangla OCR have
been undertaken by various researchers. Ahmed et al. [5]
proposed an effective Bangla OCR system, while Hasan
et al. [6] introduced a smart OCR approach capable of
recognizing both Bangla and English languages. A signif-
icant challenge in Bangla OCR lies in covering various
document types, addressed by Islam et al. [7] who focused
on character recognition in three types of Bangla documents:
computer composed, letterpress, and typewritten text. Layout
understanding, a vital aspect of advanced OCR systems,
was addressed by Qiao et al. [8] in the context of English
OCR with multi-modal document understanding. Mindee [9]
presented an OCR system with advanced layout analysis
capabilities, and Jhu et al. [10] tailored a multi-stage OCR
approach for documents with intricate layouts, such as
newspapers.

OCR systems have also been developed to recognize ta-
bles, logos, signatures, and images within documents. Rausch
et al. [11] contributed to parsing hierarchical document
structures, while Chi et al. [12] proposed an approach for
extracting information from documents with complex table
structures. These advancements in recognizing and process-
ing various elements within documents have significantly
expanded the capabilities of OCR technology.

This paper introduces our OCR system, excelling in
recognizing images, signatures, and logos within documents.
With perspective correction capabilities and accurate table
recognition and reconstruction, our proposed OCR technol-
ogy represents a cutting-edge solution for extracting Bangla
text and facilitating information digitization.

3. Proposed Methodology

Distinguished by its unique design and capabilities, our
Bengali OCR system excels in various aspects. A key strength

lies in its precise reconstruction of document layouts, main-
taining the original structure and alignment of paragraphs,
tables, and numbered lists. This extends to the restoration of
embedded images, ensuring a faithful representation of the
original content. surpasses the handling of static handwritten
documents, showcasing versatility in processing dynamic
handwritten inputs and recognizing a broad spectrum of
writing styles. Finally, it achieves exceptional results in rec-
ognizing compound characters within the Bengali language,
ensuring comprehensive and precise character recognition.

3.1. Data Collection

To develop our Bengali OCR system, an extensive data
collection process was undertaken, resulting in the creation
of the most substantial image corpus specifically tailored
for Bengali OCR development. This corpus encompasses a
diverse array of data types, including computer-composed,
typewriter, and letterpress documents, as well as offline and
online handwritten Bengali words and characters.

The handwritten data was meticulously gathered from
different regions across Bangladesh, with careful attention
paid to achieving a balanced representation in terms of gender,
age, occupation, and geographical factors. We have tried to
include every possible handwriting variety to ensure the
utmost quality of the dataset. For the creation of a gold-
standard dataset, each data point in our corpus went through
human annotation in a structured and controlled environment,
involving three annotators and a supervisor. Additionally, we
have collected a huge amount of dynamic handwritten word
data, totaling 1 million words, which was written using a
Wacom Graphics Tablet and included precise coordinate
values for enhanced accuracy and better usability.

At the time of formulating our data collection methodol-
ogy, we carefully considered multiple parameters to guarantee
a balanced and traceable annotated dataset. We divided the
dataset into two primary groups: Printed documents and
Handwritten documents, each with its distinct sub-parameters.
For printed documents, we classified them into three types:
computer-composed, letterpress, and typewriter documents.
Each type underwent further division based on domain
(subject field), the time period of text production, and the
medium of text publication.

The gathered data underwent annotation using our pre-
build annotation application and tool. We assigned a label to
each character and diacritic, enabling the model to utilize this
mapping as a label during training. The annotation process en-
compassed a detailed description and analysis of the dataset,
including metadata and tagging. To understand the dataset’s
characteristics, we have performed statistical analysis on
the frequency of characters, words, compound characters,
graphemes, vowel diacritics, and consonant diacritics in the
input documents.

After completing the annotation process, we analyzed
the annotated data to calculate the inter-annotator agreement
for evaluating the annotation quality. The analysis revealed
agreement percentages for computer-composed, letterpress,
and typewriter characters, which were 91.8%, 80.3%, and



64.2%, respectively. Additionally, we examined the pres-
ence and absence of various graphemes, characters, vowel
diacritics, and consonant diacritics in the agreed-upon data.
Furthermore, scrutiny of annotators’ profiles indicated that
81.3% of the data showed agreement among annotators,
15.3% exhibited disagreement, and 3.4% were skipped.
These analyses provide valuable insights into annotators’
contributions and the overall quality of the annotated data.
The final dataset comprises 178,158 computer-composed,
51,867 typewriter, 84,295 letterpress, and 57,319 handwriting
images.

3.2. Model Description

To attain precise and efficient character and word recog-
nition, our OCR system integrates advanced techniques and
methodologies. The character module comprises multiple
components strategically designed to enhance recognition per-
formance. The process commences with automatic perspec-
tive correction, mitigating distortions in document images and
thereby improving image quality for subsequent processing.
An integral element of character recognition is the character
segmentation model, which isolates individual characters
from words. This approach ensures precise recognition and
diminishes the likelihood of misclassifications. Through the
segmentation of characters, our system can concentrate on
accurately recognizing each component, resulting in elevated
overall recognition accuracy.

To enhance character recognition, we introduce an in-
novative self-attentional VGG-based multi-headed Neural
Network architecture. This design utilizes self-attention
mechanisms to capture intricate dependencies and contextual
information within characters. The VGG-based backbone
imparts robust feature extraction capabilities, empowering the
model to acquire discriminative representations of characters.
Following character recognition, the system adeptly combines
the recognized characters into words using intelligent post-
processing techniques. This step eliminates unnecessary
spaces, ensuring that the output words closely mirror the
original word structures. Through this post-processing step,
the overall readability and coherence of the recognized text
are significantly improved.

The synergy of advanced model architectures, data aug-
mentation, fine-tuning, model quantization, and optimization
for CPU deployment enables our OCR system to achieve
high-performance character and word recognition across
diverse document types. The incorporation of rule-based
techniques complements the machine learning algorithms,
ensuring robust and efficient detection.

3.3. Layout Detection and Reconstruction

Layout detection and reconstruction play a vital role in
our OCR system, and we have integrated a resilient rule-
based system for precise identification and reconstruction of
diverse layout elements. The system adeptly discerns between
paragraph and table regions, facilitating the reconstruction
of lines and preserving text alignment within paragraphs,

thereby maintaining the integrity of the original layout
structure. Going beyond paragraph reconstruction, our layout
module excels at accurately reproducing numbered list
items, ensuring the faithful preservation of the structure and
formatting of numbered lists. Furthermore, the module is
equipped to restore images within the document, preserving
their original placement and ensuring a visually accurate
representation.

A significant challenge in layout reconstruction involves
accurately restoring tables, and our OCR layout module ex-
cels in this aspect. It achieves flawless table reconstruction by
precisely aligning the text within each cell, thereby preserving
the integrity of the table structure. This capability proves
particularly valuable in scenarios where tables are essential
for data representation and analysis. By integrating this
rule-based system into our OCR layout module, we elevate
the overall accuracy and faithfulness of the reconstructed
document layout. The module’s proficiency in accurately
reconstructing paragraphs, lists, tables, and images offers a
comprehensive solution for capturing the original structure
and layout of the processed documents. This ensures that the
output documents maintain the same visual representation
as the originals, enabling users to interact with the content
in a familiar and intuitive manner.

Fig. 1 shows the segmented layout structure.

Figure 1. Layout Analysis



3.4. Deployment and Scalability

Efficient deployment and scalability are pivotal elements
of our OCR system, and we have implemented numerous
strategies to optimize performance and manage substantial
workloads. To begin with, we introduced a queuing module
utilizing Apache Kafka and Zookeeper, establishing an
asynchronous pipeline for image processing. This queuing
system guarantees a seamless and uninterrupted workflow
by effectively orchestrating the flow of images through
diverse processing steps. Each image is queued and processed
asynchronously, eliminating the necessity for synchronous
requests and consequently enhancing the overall processing
speed.

To ensure multi-platform compatibility, we have con-
verted our trained models to the ONNX [13] format, which
facilitates seamless integration and deployment across differ-
ent deep-learning frameworks and platforms. Additionally,
we have leveraged the Triton [14] framework for efficient
model deployment and scaling in production environments.
Triton provides a robust infrastructure that allows us to handle
large workloads and ensures reliable performance. Our OCR
system takes an average time of 1.847 seconds for Computer
Compose, 3.319 seconds for Handwritten, 1.756 seconds for
Typewriters and 3.276 seconds for Letterpress documents.

By combining these strategies, our OCR system achieves
enhanced efficiency, scalability, and reliability. The queuing
module, based on Apache Kafka [15] and Zookeeper [16],
enables smooth image processing, reduces timeouts, and
efficiently handles large files. The compatibility with ONNX
format ensures easy integration with different frameworks
and platforms, while the use of the Triton framework
provides a scalable and robust infrastructure for deployment
in production environments. These measures collectively
contribute to a high-performance OCR solution capable of
meeting the demands of complex OCR tasks.

4. Performance Evaluation

The performance of our OCR model was evaluated using
randomly selected documents from each document type,
including computer-composed (CC), handwritten (HWR),
typewritten (TW), and letterpress (LP). These documents
varied in font types, sizes, noise levels, and sources. Each
document was processed through the inference pipeline,
which involved noise removal and word boundary detection
using docTR for character segmentation. The segmented
characters were then passed to the model for grapheme
prediction, word and sentence generation. Fig. 2 shows the
original input image with the constructed output with proper
layout.

The accuracy of the OCR output was measured by
comparing it with the ground truth using the Levenshtein
distance [17].

The accuracy results, Levenshtein distance-based, for
each document type are presented in Table. 1. The Lev-
enshtein distance-based accuracy measures the similarity
between the OCR output and the ground truth.

Figure 2. Layout Reconstructed OCR Output

TABLE 1. LEVENSHTEIN DISTANCE-BASED ACCURACY

Document Type Accuracy
Computer compose 90.06%
Letterpress 88.53%
Typewriter 83.38%
Handwritten 86.84%
Average 87.20%

On average, our model achieved a confusion matrix-
based accuracy of 98.05% and a Levenshtein distance-based
accuracy of 87.20%. Comparing our results with recent state-
of-the-art works on Bangla OCR, which primarily focused
on handwritten data, our model demonstrates competitive
performance across all document types.

5. Conclusion

In conclusion, our research paper introduces a compre-
hensive and innovative Bengali OCR system distinguished
by its unique design and outstanding capabilities. The system
excels in reconstructing document layouts, preserving the
structure and alignment of paragraphs, tables, and numbered
lists. Beyond this, it adeptly restores embedded images,
maintaining fidelity to the original content. Advanced im-
age and signature detection further enhance the system’s
accuracy and versatility. Tailored models for word seg-
mentation accommodate various document types, and the
OCR system seamlessly handles both static and dynamic
handwritten inputs. Exceptional recognition of compound



characters in Bengali ensures thorough character recognition.
The system’s technical components optimize character and
word recognition through features like automatic perspective
correction and self-attentional neural networks. Additionally,
the integration of queuing mechanisms facilitates efficient
and scalable processing, particularly for handling large files.
These advancements position our Bengali OCR system as
a highly effective solution for efficient and accurate text
extraction and analysis in Bengali documents.
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